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Abstract: Achieving real-time inference is one of the major issues in contemporary neural network
applications, as complex algorithms are frequently being deployed to mobile devices that have
constrained storage and computing power. Moving from a full-precision neural network model
to a lower representation by applying quantization techniques is a popular approach to facilitate
this issue. Here, we analyze in detail and design a 2-bit uniform quantization model for Laplacian
source due to its significance in terms of implementation simplicity, which further leads to a shorter
processing time and faster inference. The results show that it is possible to achieve high classification
accuracy (more than 96% in the case of MLP and more than 98% in the case of CNN) by implementing
the proposed model, which is competitive to the performance of the other quantization solutions
with almost optimal precision.
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