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Quantization and compression of neural network parameters using the uniform scalar quantization is carried 
out in this paper. The attractiveness of the uniform scalar quantizer is reflected in a low complexity and rela-
tively good performance, making it the most popular quantization model. We present a design approach for the 
memoryless Laplacian source with zero-mean and unit variance, which is based on iterative rule and uses the 
minimal mean-squared error distortion as a performance criterion. In addition, we derive closed-form expres-
sions for SQNR (Signal to Quantization Noise Ratio) in a wide dynamic range of variance of input data. To show 
effectiveness on real data, the proposed quantizer is used to compress the weights of neural networks using 
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bit rates from 9 to 16 bps (bits/sample) instead of standardly used 32 bps full precision bit rate. The impact of 
weights compression on the NN (neural network) performance is analyzed, indicating good matching with the 
theoretical results and showing negligible decreasing of the prediction accuracy of the NN even in the case of 
high variance-mismatch between the variance of NN weights and the variance used for the design of quantizer, 
if the value of the bit-rate is properly chosen according to the rule proposed in the paper. The proposed method 
could be possibly applied in some of the edge-computing frameworks, as simple uniform quantization models 
contribute to faster inference and data transmission.
KEYWORDS: Uniform scalar quantization, variance-mismatch quantization, Laplacian distribution, quan-
tized neural network, multilayer perceptron, MNIST database.

-

-

-

-

-


